A truly elementary proof of Bertrand’s theorem
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An elementary proof of Bertrand’s theorem is given by examining the radial orbit equation, without needing to solve complicated equations or integrals. © 2015 American Association of Physics Teachers.
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I. INTRODUCTION

Bertrand’s theorem1 is a surprising conclusion of Newtonian mechanics, which states that only the attractive linear and inverse-square forces can yield closed, if bounded, orbits. (For an English translation of Bertrand’s paper, see Santos et al.;2 for a near-transcription of Bertrand’s proof using modern notation, see Greenberg.3) Since the harmonic potential cannot be physically extended over astronomical distances, Newton’s inverse-square gravitational force is the only possible force that can yield closed and thereby orderly planetary orbits. Thus, in any universe in which Newtonian mechanics is valid over a wide range of energy scales, and if orderly planetary orbits are considered desirable, then there is no choice in choosing the law of gravitational attraction but that of an inverse-square force. For this reason, Bertrand’s theorem has continued to fascinate the imagination of all those who are aware of its implication.

The proof of this theorem has continued to attract attention, despite the fact that it was introduced more than 140 years ago. It has been proved using global methods,1,4–5 perturbative expansions,6–9 inverse transforms,10–12 and by searching for additional constants of motion.13 All of these proofs require sophisticated techniques from solving integral equations to doing complicated integrals. None can be considered “elementary” conceptually. In this work, we provide a truly elementary proof, arrived at by merely inspecting the orbital equation.

As summarized by Grandati et al.,11 most proofs of Bertrand’s theorem have three steps. First, identify potentials having a constant apsidal angle. Second, determine these potential’s apsidal angles for near-circular orbits. Third, show that only a linear restoring force and Newton’s gravitational force can have constant apsidal angles that are rational multiples of π for general non-circular orbits. Steps one and two are essentially the same in most proofs, while diverse methods are used to demonstrate step three.

In this work, we follow the original global approach of Bertrand.1 Bertrand solved step three by a seemingly mathematical fiat—evaluating his integral conveniently from zero to one for vanishing potentials and from one to zero for rising potentials. His integration limit of zero corresponds to one for vanishing potentials and from one to zero for rising potentials. His integration limit of zero corresponds to setting one turning point of the orbit to infinity. Brown6 has therefore opined that the perturbative method of proof, which only considers finite orbits, should be preferred. However, Arnold,4 in his exercise-proof of Bertrand’s theorem, justified Bertrand’s choice of turning points as special limits in the energy. Since the required apsidal angle is independent of the energy, it can be computed at any convenient energy. How the energy determines the turning points in Arnold’s proof has since been made very clear in the work of Castro-Qulantán et al.5 In this work, their proof is further simplified by eliminating the need to calculate any complicated integrals. The final result is an explication of Bertrand’s original proof in its simplest form.

Up to now, nearly all proofs4–12 of Bertrand’s theorem, including Bertrand’s own proof,1 are not simple because they are based on computing the apsidal angle directly. In this work, an elementary proof is obtained by computing the apsidal angle indirectly. That is, instead of trying to determine the inverse function θ(r), it is simpler to examine the orbital trajectory in its usual form of r(θ). This is the new insight of this work.

For completeness, we review steps one and two in Sec. II, while always maintaining the orbital equation in a familiar form. Section III contains our elementary demonstration of step three.

II. THE ORBITAL EQUATIONS AND THE APSIDAL ANGLE

For a spherically symmetric radial potential \( V(r) \), the constancy of energy \( E \) and angular momentum \( L \) gives

\[
\frac{dr}{dt} = \pm \sqrt{\frac{2}{m} [E - V_{\text{eff}}(r)]},
\]

and

\[
\frac{d\theta}{dt} = \frac{L}{mr^2},
\]

where \( V_{\text{eff}}(r) \) is the effective potential

\[
V_{\text{eff}}(r) = \frac{L^2}{2mr^2} + V(r).
\]

We trade the independent-variable \( t \) with that of \( \theta \) to obtain

\[
\frac{dr}{d\theta} = \pm \frac{mr^2}{L} \sqrt{\frac{2}{m} [E - V_{\text{eff}}(r)]}.
\]

Introducing \( u = 1/r \), with \( du = -dr/r^2 \), we then have

\[
\frac{du}{d\theta} = \pm \frac{m}{L} \sqrt{\frac{2}{m} [E - V_{\text{eff}}(r)]}.
\]

Squaring both sides, we can rearrange this equation into the familiar conservation-of-energy form

\[
\frac{1}{2} m^2 \left( \frac{du}{d\theta} \right)^2 + V_{\text{eff}}(u) = E,
\]

where we have defined the effective mass.
\[ m^* = \frac{L^2}{m}, \]  \hspace{1cm} (7)

and where the effective potential now reads
\[ V_{\text{eff}}(u) = \frac{1}{2} m^* u^2 + V \left( \frac{1}{u} \right). \]  \hspace{1cm} (8)

Equation (6) is identical in form to a conventional one-dimensional dynamics problem and is the only equation we need to prove Bertrand’s theorem. This equation implies that we should seek to determine the orbital trajectory as \( u(\theta) \), rather than the inverse function \( \theta(u) \).

In what follows, we will need to compare various forms of Eq. (6) to the case of the harmonic oscillator
\[ \frac{1}{2} m \left( \frac{dx}{dt} \right)^2 + \frac{1}{2} ke^2 = E, \]  \hspace{1cm} (9)

where the solution is well-known to be
\[ x(t) = A \cos(\omega t) \quad \text{with} \quad \omega = \sqrt{\frac{E}{m}}. \]  \hspace{1cm} (10)

(We only need to assume the simplest case of \( x(0) = A \).) Thus, if Eq. (6) takes the form of Eq. (9), then by identifying the corresponding coefficients \( m \) and \( k \), one can immediately infer the corresponding angular frequency \( \omega \) and the solution using Eq. (10) with \( t \rightarrow \theta \).

We begin by considering Eq. (6) for circular motion with constant \( u_0 = 1/r_0 \), which occurs when
\[ V_{\text{eff}}'(u_0) = m^* u_0 - u_0^2 V' \left( \frac{1}{u_0} \right) = 0. \]  \hspace{1cm} (11)

Small oscillations about \( u_0 \) can then be written as
\[ u(\theta) = u_0 + \rho(\theta). \]  \hspace{1cm} (12)

To determine \( \rho(\theta) \), we expand \( V_{\text{eff}} \) about \( u_0 \) to second-order in \( \rho \)
\[ V_{\text{eff}}(u) = V_{\text{eff}}(u_0) + \rho V_{\text{eff}}'(u_0) + \frac{1}{2} \rho^2 V_{\text{eff}}''(u_0) + \cdots. \]  \hspace{1cm} (13)

Since the second term in this expansion vanishes by Eq. (11) and the constant first term can be absorbed into the potential energy, Eq. (6) takes the form
\[ \frac{1}{2} m^* \left( \frac{d\rho}{d\theta} \right)^2 + \frac{1}{2} V_{\text{eff}}''(u_0) \rho^2 = E', \]  \hspace{1cm} (14)

where \( E' = E - V_{\text{eff}}'(u_0) \). Comparing this to Eq. (9), one can immediately identify \( m = m^* \), \( k = V_{\text{eff}}''(u_0) \), and the solution as
\[ u(\theta) = u_0 + A \cos(\Omega \theta) \]  \hspace{1cm} (15)

with angular frequency
\[ \Omega = \sqrt{\frac{V_{\text{eff}}''(u_0)}{m^*}}. \]  \hspace{1cm} (16)

Next, we proceed by using Eq. (8) to write
\[ V_{\text{eff}}''(u_0) = m^* + 2u_0^{-3} V' \left( \frac{1}{u_0} \right) + u_0^{-4} V'' \left( \frac{1}{u_0} \right), \]  \hspace{1cm} (17)

and then using \( m^* \) from Eq. (11) to get
\[ \Omega = \sqrt{\frac{3V'(r_0) + r_0 V''(r_0)}{V'(r_0)}}. \]  \hspace{1cm} (18)

Without loss of generality, we have assumed in Eq. (15) that \( u \) starts at \( u_{\text{max}} = u_0 + \Delta \) with \( \theta = 0 \), and reaches \( u_{\text{min}} = u_0 - \Delta \) at the apsidal angle \( \theta = \theta_A \). For such a half-cycle oscillation, the argument of the cosine function in Eq. (15) changes by \( \pi \). Hence, we have the near-circular orbit result
\[ \Omega \theta_A = \pi \rightarrow \theta_A = \frac{\pi}{\Omega}. \]  \hspace{1cm} (19)

For a constant apsidal angle that is independent of \( E \) and \( L \), we must have a constant \( \Omega \). For stability of oscillations about a circular orbit, we must also have a real \( \Omega > 0 \). Both constraints are satisfied if we set
\[ \frac{3V'(r) + r V''(r)}{V'(r)} = c > 0. \]  \hspace{1cm} (20)

Writing \( W(r) = V'(r) \) then gives
\[ \frac{1}{W} \frac{dW}{dr} = \frac{(c - 3)}{r}, \]  \hspace{1cm} (21)

and an elementary integration yields the solution
\[ W(r) = kr^{c-3} \rightarrow V(r) = \frac{k}{c - 2} r^{c - 2}, \]  \hspace{1cm} (22)

where \( k \) is an integration constant. This form of the potential is a result of the fact that we are focusing on \( r(\theta) \). Had we tried to determine \( \theta(r) \), we would have obtained the “unnatural” looking result of \( W(r) = kr^{1/2 - 1} \), as in Bertrand’s original work or in modern texts, such as Ref. 9.

Since \( c > 0 \), it is convenient to set \( x = c - 2 \) so that
\[ V(r) = \frac{k}{x} r^x, \quad \text{with} \quad x > -2. \]  \hspace{1cm} (23)

Thus, for a constant apsidal angle, the potential must be a single power-law of the form given in Eq. (23)—any linear combination of power laws will not yield a constant \( \Omega \) via Eq. (18).

We note that in the limit \( x \rightarrow 0 \), Eq. (23) correctly gives the logarithmic potential
\[ V(r) = \lim_{x \rightarrow -0} \frac{k}{x} r^x, \]
\[ = \lim_{x \rightarrow -0} \left[ 1 + x \ln(r) + \frac{1}{2} x^2 \ln^2(r) + \cdots \right], \]
\[ = k \ln(r), \]  \hspace{1cm} (24)

since once again, a constant term in the potential can be ignored. Thus, there is no need to consider the logarithmic
potential separately, if we use the form of the potential in Eq. (23).

Substituting Eq. (20) into Eq. (18) gives \( \Omega = \sqrt{c} = \sqrt{2 + \alpha} \), and so the apsidal angle (19) for perturbed oscillations about a circular orbit has the explicit form

\[
\theta_A = \frac{\pi}{\sqrt{2 + \alpha}}.
\]

(25)

One then immediately sees that \( \theta_A \) is a rational multiple of \( \pi \) for \( \alpha = -1 \) and \( \alpha = 2 \). All remaining values of \( \alpha \) will be ruled out in Sec. III.

III. STEP THREE

Since the apsidal angle is constant for arbitrary \( E \), one can determine \( \theta_A \) for arbitrary orbits in any convenient limit of \( E \). As suggest by Arnold, 4 a convenient limit for \( \alpha = 2 \), the harmonic oscillator potential, is consistent in having the same constant apsidal angle at near-circular orbit energy and as \( E \to \infty \).

For \( \alpha > 0 \), the potential is logarithmic with irrational apsidal angle \( \theta_A = \pi/\sqrt{2} \) and cannot yield any closed orbit.

Comparing this to Eq. (25), it is clear that only \( \alpha = 2 \), the harmonic oscillator potential, is consistent in having the same constant apsidal angle at near-circular orbit energy and as \( E \to \infty \).

For \( \alpha \to 0 \), the potential is logarithmic with irrational apsidal angle \( \theta_A = \pi/\sqrt{2} \) and cannot yield any closed orbit.

Comparing this to Eq. (25), it is clear that only \( \alpha = 2 \), the harmonic oscillator potential, is consistent in having the same constant apsidal angle at near-circular orbit energy and as \( E \to \infty \).

Comparing this to Eq. (25), it is clear that only \( \alpha = 2 \), the harmonic oscillator potential, is consistent in having the same constant apsidal angle at near-circular orbit energy and as \( E \to \infty \).

Comparing this to Eq. (25), it is clear that only \( \alpha = 2 \), the harmonic oscillator potential, is consistent in having the same constant apsidal angle at near-circular orbit energy and as \( E \to \infty \).

Comparing this to Eq. (25), it is clear that only \( \alpha = 2 \), the harmonic oscillator potential, is consistent in having the same constant apsidal angle at near-circular orbit energy and as \( E \to \infty \).

Comparing this to Eq. (25), it is clear that only \( \alpha = 2 \), the harmonic oscillator potential, is consistent in having the same constant apsidal angle at near-circular orbit energy and as \( E \to \infty \).
IV. CONCLUSION

In this work, we have provided a truly elementary proof of Bertrand’s theorem. This should help to make this important theorem of classical mechanics more accessible to undergraduate students.
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Franklin’s Pane

“If the glass plate coated with tinfoil [on both sides] is charged, and then placed upright on a stand, it may be slowly discharged by placing a bent wire on the edge with the extremities covered with pith balls. The wire balances itself, and continues to oscillate with noise until the electricities of the two surfaces neutralize each other.” (From John Henry Pepper, A Boy’s Playbook of Science (Routledge, Warne and Routledge, London, 1860), pg 190) This example of Franklin’s Pane is in the collection of historical physics instruments at Yale University. (Notes and photograph by Thomas B. Greenslade, Jr., Kenyon College)